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IPC (Inter Process Communication) Mechanisms on Linux

TCP via localhost

Unix Domain Socket

PIPE (See man 2 pipe)

FIFO (named pipe. See man 3 mkfifo)

POSIX message queue (See man 3 mq_open)
mmap (See MAP_SHARED section in man 2 mmap)
POSIX shared memory (See man 3 shm_open)



Dissatisfaction with Existing Benchmarks

e Imbench
o apt TAB/N\YT—=IMNSFTLLEMNRL pull/32
o —ERDAIERENSH LWL
e perf bench
o memcpy Dwig L DETN 7y
e iperf3
o TCP DiwiE U HETNaW
o THEHLEPTC—[EfF>THRBRVWEFMAZKIFLICA LA



akbench

e EVFLIL
o https://github.com/akawashiro/akbench

git clone https://github.com/akawashiro/akbench.git
cd akbench

cmake -S . -B build -D CMAKE_CXX_COMPILER=clang++

cmake --build build
./build/akbench/akbench bandwidth_all




Bandwidth results on my computer

$ ./build/akbench/akbench bandwidth_all

bandwidth_memcpy: 18.098 + 0.030 GiByte/sec

bandwidth_memcpy_mt (1 threads): 18.141
bandwidth_memcpy_mt (2 threads): 18.649
bandwidth_memcpy_mt (3 threads): 19.022
bandwidth_memcpy_mt (4 threads): 18.641
bandwidth_tcp: 5.779 + 0.424 GiByte/sec
bandwidth_uds: 7.181 + 0.212 GiByte/sec
bandwidth_pipe: 2.208 0.035 GiByte/sec
bandwidth_fifo: 2.204 0.024 GiByte/sec
bandwidth_mq: 1.811 + 0.015 GiByte/sec

bandwidth_mmap: 10.869 * 0.268 GiByte/sec
bandwidth_shm: 10.726 +* 0.196 GiByte/sec
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o AIYVALEZRBEATWTEHEREIZH S
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perf mem bench memcpy

akbench C 18.0 GiByte/sec D TF H F H

$ /usr/lib/linux-tools/6.8.0-85-generic/perf bench mem memcpy --size
$((1<<30))
Running 'mem/memcpy' benchmark:
function 'default' (Default memcpy() provided by glibc)
Copying 1073741824 bytes ..
18.756799 GB/sec
function 'x86-64-unrolled' (unrolled memcpy() in arch/x86/1lib/memcpy_64.S)
Copying 1073741824 bytes ..
10.265465 GB/sec
function 'x86-64-movsq' (movsqg-based memcpy() in arch/x86/1lib/memcpy_64.S)
Copying 1073741824 bytes ..
18.771235 GB/sec




iperf3

akbench T 5.77 GiByte/sec D TEFH F H

$ iperf3 -c localhost --format g -bytes 1g
Connecting to host localhost, port 5201
5] local 127.0.0.1 port 59876 connected to 127.0.0.1 port 5201
ID] Interval Transfer Bitrate Retr Cwnd
5] 0.00-1.00 sec 4.83 GBytes 4.82 GBytes/sec 0 6.56 MBytes

9.00-10.00 5.35 GBytes 5.35 GBytes/sec 0] 6.56 MBytes

ID] Interval Transfer Bitrate Retr
5] 0.00-10.00 51.8 GBytes 5.18 GBytes/sec 0] sender
5] 0.00-10.00 51.8 GBytes 5.18 GBytes/sec receiver




Imbench

Imbench D{EIZE &£ > EEAZSEW

$ cd benchmark_comparison
$ ./run_lmbench.sh
bw_mem cp: 11.11 GiB/s # <= ZOELZAMNMELL, BT FS

bw_pipe: 3.31 GiB/s # <= INIFEHH?
bw_unix: 0.08 GiB/s # <= ZODELZANMELL, ETEFS

10



AERRDDH




[F5#8] Bandwidth results on my computer

$ ./build/akbench/akbench bandwidth_all

bandwidth_memcpy: 18.098 + 0.030 GiByte/sec
bandwidth_memcpy_mt (1 threads): 18.141 0 GiByte/sec
bandwidth_memcpy_mt (2 threads): 18.649 (0 GiByte/sec
bandwidth_memcpy_mt (3 threads): 19.022 0 GiByte/sec
bandwidth_memcpy_mt (4 threads): 18.641 0 GiByte/sec
bandwidth_tcp: 5.779 + 0.424 GiByte/sec

bandwidth_uds: 7.181 + 0.212 GiByte/sec

bandwidth_pipe: 2.208 0.035 GiByte/sec

bandwidth_fifo: 2.204 0.024 GiByte/sec

bandwidth_mq: 1.811 + 0.015 GiByte/sec

bandwidth_mmap: 10.869 * 0.268 GiByte/sec

bandwidth_shm: 10.726 +* 0.196 GiByte/sec

+
+
+
+




Graph of bandwidth results on my computer
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memcpy performance on my computer

e Memory spec
o DDR4 / clock: 3200MHz / width: 64 bits
o 25.6 GiByte/sec (= 3200 MHz * 64 bits)
e memcpy DA 18 GiByte/sec
o perf mem bench CEREU <S5 WVWHTE
o 70% <HLWHT3?
o MABSHMNEUCAETVICHLTITOHNTWVWBIET DL
140 & WS C & ITRB A
o JIFRLYET memcpy DEEMNKET S7?
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TCP vs UDS (Unix Domain Socket)

o UDSDIFSHA TCP DA —/N—AY EHQR WV ELD
o TCP A'5.7 GiByte/sec T UDS A* 7.18 GiByte/sec
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PIPE & FIFO

o JZAACDOIFAEAIGREEHFEU
o man 3 mkfifo [C named pipe EH B3 5WVWEDT
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POSIX message queue

e EBHIUL/Z IPC mechanism OHTHY Y KW ITEW
o BEEMNOITFENZSLW
o FSATITH...CN?
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mmap & shm

o JOLXMEBENHFTHRE
e mmap & shm (ZF & AR UMRENH S
e =>MAP_SHARED & /dev/shm (& F 5 < AERAYGZEEEHE U
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How akbench calculates bandwidth?




How akbench calculates bandwidth?

o XEMITEYBHTHISREMTRELRDS I TCORMEZ
o XEEMITEEY RDHTREZ /N 77 THEHS
o (FA LI ping-pong TETOTZIEDINLTED

il
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How akbench synchronize two process?




How akbench synchronize two process?

o TV RAKRER/\N 7 %% (barrier.cc)
o T —%I&&: shared memory
o [FIHAEERE: T D+
o std::atomic (7O RERFATHATE I MM HNS FE-> TLHEL
m C++ DFICT ORIV SR
o Tus <HWVWCREHEITE S
o wIHZENAITS L EET—FDEZEIC 100ms CSWVMNBLDITU
T, BEEAD A —/IN—Ay RPEENHELDTWVLSICTLTWVWS

$ ./build/akbench/akbench latency_barrier
Barrier benchmark result: 1066.952 + 342.502 ns
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Latency results on my computer

$ ./build/akbench/akbench latency_all
latency_atomic: 30.603 * 7.456 ns

latency_atomic_rel_acq: 28.425 * 6.766 ns

latency_barrier: 1207.463 * 501.146 n

latency_condition_variable: 3154.424
latency_semaphore: 2962.199 + 681.565 ns
latency_statfs: 1008.512 * 225.512 ns
latency_fstatfs: 664.642 * 148.630 ns
latency_getpid: 95.559 + 21.436 ns

S
+

707.784 ns
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Imbench

$ ./run_lmbench.sh

lat_syscall null: 132.60 ns
lat_syscall read: 218.80 ns
lat_syscall write: 196.80 ns

lat_syscall stat: 824.30 ns
lat_syscall fstat: 316.10 ns
lat_syscall open: 1976.90 ns
lat_sem: 1220.70 ns
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Latency of synchronization mechanisms

o FTDIFOSZRALBWVWDT 100 F<HVEY

e release acquire ZEH»AELTH 2.5ns CHWVLULMEDHL S

e latency_condition_variable & latency_semaphore (7R AHNEH LW
o 3BECHVDENAHTWLDS

$ ./build/akbench/akbench latency_all
latency_atomic: 30.603 * 7.456 ns
latency_atomic_rel_acq: 28.425 * 6.766 ns

latency_barrier: 1207.463 * 501.146 ns
latency_condition_variable: 3154.424 + 707.784 ns
latency_semaphore: 2962.199 + 681.565 ns




Latency of syscall

o —FEBR\) syscall —[EIT 100 ns <5 LD
o Imbench & LHERUL THEHY

$ ./build/akbench/akbench latency_all
latency_statfs: 1008.512 225.512 ns

latency_fstatfs: 664.642 148.630 ns
latency_getpid: 95.559 + 21.436 ns




